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INTRODUCTION

The goal of the present discussion is to bring into focus a number of
implicit assumptions in the area of word recognition research (see also
Seidenberg, this volume). These assumptions revolve around what will
here be referred to as the magic moment in word processing. The magic
moment refers to that point in time where the subject has recognized the
word but has yet to access meaning. Researchers have argued that they
can both collect data and develop adequate models of this crucial point
in word processing. The outline for this chapter is as follows: First, the
empirical support for a magic moment is evaluated. The thrust of this
discussion is that the major tasks used to provide data regarding the
magic moment entail characteristics that question their utility as pure
reflections of this crucial point in word processing. Second, an alter-
native framework is presented that emphasizes the functional utility of
words in language processing, that is, to convey meaning. Third, em-
pirical evidence is presented that suggests that meaning can contribute
to compouents involved in early word processing. Finally, there is a
brief discussion of how meaning might be incorporated into the current
theoretical accounts of word processing.

THE MAGIC MOMENT IN WORD PROCESSING

If one considers the classic models of word recognition proposed by
Becker (1980), Forster (1979), and Morton (1969), among others (e.g.,
Norris, 1986), there is consistent emphasis on a point in time where there
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is sufficient overlap between stimulus-driven information and some in-
ternal lexical representation that the subject recognizes the word. For
example, within Morton’s logogen model this magic moment is the point
in time where a logogen’s threshold is surpassed. Within Becker’s verifi-
cation model, this magic moment is when there is sufficient overlap with
a sensory-defined internal representation and the information residing
in sensory memory about the stimulus word. In Forster’s bin model,
the magic moment refers to the point in time where there is a sufficient
match between an orthographic representation derived from operations
on the stimulus word and a representation in an orthographically defined
access bin. In each of these models, it is only after this magic moment
in word processing that the subject can access the goodies associated
with the word, for example, meaning and syntactic class.

It should be noted that the description just given primarily involves
isolated word recognition and cases where words are presented in un-
related contexts. When words are presented in related contexts, mean-
ing of a word may become available before the word is recognized, via
priming from related representations. Although meaning may actually
contribute to word recognition when relevant context is preactivated,
meaning of a word that is not preactivated by related context will not
contribute to word recognition within these models. Moreover, even in
cases where relevant meaning is preactivated, word recognition in each
of the earlier mentioned models still involves a magic moment in word
processing.

Psychologists have relied heavily on the lexical decision task (LDT)
and the pronunciation task to tap this crucial point in word process-
ing. Based on the arguments made from the data obtained from these
tasks, it would appear that researchers in the area of word recognition
are in the comfortable position of having tasks available that decouple
word recognition from meaning access. Unfortunately, this comfortable
position is deceptive,

Surface-Level Descriptions

On the surface, both the LDT and the pronunciation task seem to
be faithful reflections of the magic moment. For example, making a
lexical decision seems to involve the point in time when an internal
representation has been matched by stimulus-driven information, and,
therefore, the meaning of the word seems unnecessary. Thus, the button
press in the LDT appears to be a reasonable reflection of the magic
moment. In addition, it appears that naming a word simply involves a
match between stimulus-driven processing of the word and some lexical
representation. Once this match is completed, the appropriate sequence
of motor codes is engaged for output. Thus, onset of pronunciation,
on the surface, also appears to be a reasonable reflection of the magic
moment.

Before turning to a more detailed discussion of these tasks, it might
be worthwhile to ask whether the use of a response latency measure
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helps to promote the notion of a measurable magic moment in word
processing. That is, the magic moment is that point in time when the
subject decides to press a button or begins vocalization. Thus, the re-
searcher has a characteristic of performance that can be mapped onto
a temporally defined stage in processing. The availability of response
latency measures might mislead one into accepting isolable stages in pro-
cessing instead of a more cascadic processing framework (McClelland,
1979). :
O)ne of the major goals of the present discussion is to look beyond
the surface-level descriptions of lexical decision and pronunciation per-
formance. It is important to note here that the present arguments are
primarily aimed at the relevance of these tasks to the magic moment hy-
pothesis in word processing and not at their general relevance to research
addressing issues involved in pattern recognition, word processing, and
attention. Thus, the intention is not to dismiss all data from these
tasks but simply to question the purity of these tasks as reflections of
the magic moment.

Beyond the Surface in Lexical Decision Performance

First, let us consider a deeper analysis of the LDT. The literature is
now replete with concerns about its utility as a measure of the magic
moment {e.g., Balota & Chumbley, 1984; Balota & Lorch, 1986; Besner
& McCann, 1987; Chumbley & Balota, 1984; De Groot, 1983; Keefe &
Neely, in press; Lorch, Balota, & Stamm, 1986; Neely & Keefe, 1989;
Neely, Keefe, & Ross, 1989; Seidenberg, Waters, Sanders, & Langer,
1984; West & Stanovich, 1982). The major problem with this task is that
the surface-level account ignores the fact that this task is not simply an
identification task but rather is a discrimination task in which subjects
are forced to discriminate words from nonwords. Subjects can rely on
any source of information that is available to make such discriminations.
The present discussion simply emphasizes the fact that some variables
that presumably influence processing up to the magic moment also could
reflect the influence of a confounding between the manipulated variable
and the discrimination the subject is required to make.

Isolated Lexical Decisions

First, let us consider lexical decision trials on which only a single
word is presented. There are at least two sources of information that
would appear to be especially useful in discriminating words from non-
words {Balota & Chumbley, 1984; Besner & McCann, 1987; Chumbley
& Balota, 1984): familiarity and meaningfulness. Very simply, words
are more familiar and meaningful than nonwords.

With respect to the familiarity dimension, Balota and Chumbley
(1984} reported the results of a series of experiments that directly com-
pared the size of the frequency (an obvious correlate of familiarity) ef-
fect in lexical decision, category verification, and pronunciation perfor-
mance for the same set of stimuli. The authors argued that all of these -
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tasks, as viewed by the extant theories, should involve lexical access.
'['herefore, if word frequency modulates only lexical access processing,
then these tasks should produce a similar impact of frequency. How-
ever, the results of Balota and Chumbley’s study (also see Chumbley
& Balota, 1984) indicated that the category verification task produced
a significantly smaller influence of frequency than the LDT. The rela-
tively small impact of frequency in the category verification task was not
simply due to idiosyncratic characteristics of the Balota and Chumbley
study, because similar small influences of frequency have been reported
in other experimental situations where performance a priori should be
influenced by variables that influence lexical access (e.g., Anderson &
Reder, 1974; Brown, Carr, & Chaderjian, 1987; De Groot, 1989; Forster,
1985; Giinther, Gfroerer, & Weiss, 1984; Kliegl, Olson, & Davidson,
1982; Manelis, 1977; Millward, Rice, & Corbett, 1975).

Why is the frequency effect so large in the lexical decision task?
Basically, there is a confounding between the manipulated variable, fre-
quency/familiarity, and the word/nonword discrimination demanded by
the task. Low-frequency words are more similar to nonwords on the rel-
evant familiarity dimension than are high-frequency words. Thus, low
frequency words are more difficult to discriminate from nonwords than
are high-frequency words. This increased difficulty in discrimination
slows response latency. It is important to note here that Balota and
Chumbley did not argue that word frequency did not influence early
operations in word processing. The major point made in their study
is that one cannot unequivocally argue that the impact of frequency in
lexical decision performance is only due to processes leading up to and
including the magic moment in word processing.

The impa,ct of the discrimination component on the size of the fre-
quency effect is further supported by data from Duchek and Neely (1989)
and James (1875). These studies provide evidence that the frequency

effect is decreased when the nonwords become less “word-like,” for ex-
ample, making the nonwords unpronounceable. This, of course, would
be expected if recognition of low-frequency words is slowed down by their
similarity to the nonword distractors. When this similarity is decreased,
via the presentation of unpronounceable nonwords, one finds that the
low-frequency words benefit more than the high-frequency words from
this increased ease in discrimination. The major point here is that the
discrimination is modulating the frequency effect, not simply lexical ac-
cess.

Finally, it should be noted that although familiarity values are avail-
able to subjects, it does not necesserily follow that in the LDT they
modulate lexical access processes. In order to further illustrate this
point, consider the hypothesis that subjects are faster to recognize words
printed in red compared to words printed in purple. To test this hypoth-
esis, red and purple words along with blue nonwords are presented in
a LDT. The results support the hypothesis. The words printed in red
produce faster response latencies than the words printed in purple. The
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obvious interpretive problem here is that the purple words are mozre dif-
ficult to discriminate from the blue nonwords than the red words. Thus,
the obtained pattern does not necessarily reflect the fact that color is
influencing lexical access but rather that color is a dimension available
to subjects and this dimension is influencing the decision process. We
are simply making a similar argument with respect to familiarity.

Priming Lexical Decisions

Turning to the priming paradigm, here two letter strings are typi-
cally presented. The first string is often a word and the second string
is either a word or a nonword. The experimenter manipulates the rela-
tionship between the first word and the second string. For example, in
a semantic priming experiment, subjects might receive semantically re-
lated prime-target pairs (e.g., dog - cat) or unrelated prime-target pairs
(e.g., pen - caf). The basic finding here is that subjects are faster to
recognize words (i.e., press the word button) that are primed by related
words compared to words primed by unrelated words (e.g., Meyer &
Schvaneveldt, 1971; Neely, 1977). This priming effect has been viewed
as supportive of the notion that the related prime preactivates or directs
the search to the target’s lexical representation, thereby decreasing the
time taken to recognize that word (see, however, Ratcliff & McKoon,
1988). Priming effects have been the focus of considerable attention
in virtually all models of word recognition (e.g., Becker, 1980; Forster,
1981; Norris, 1986).

Unfortunately, it has become clear that there are influences of prime-
target relationships in the LDT that do not necessarily reflect the direc-
tional impact of the prime on target processing (e.g., Balota & Lorch,
1986; De Groot, 1983; Forster, 1981; Keefe & Neely, in press; Lorch et
al., 1986; Lupker, 1684; McNamara & Altarriba, 1988; Neely & Keefe,
1989: Neely et al., 1989; Seidenberg et al., 1984; West & Stanovich,
1982}, There again appears to be a simple confounding in this task
between the manipulation (prime-target relatedness) and the discrim-
ination (word - nonword) that the subject is making. The argument
is that subjects could rely on finding a relationship between the prime
and target to bias a “word” response. If the subject finds a relationship
between the prime and target, then the target must be a word, because
nonwords cannot be related to the primes. However, if no relationship
is found between the prime and target, then the target could either be a
nonword or an unrelated target. Thus, on unrelated prime-target trials,
subjects are faced with a more difficult word - nonword discrimination
than on related prime-target trials. Hence, it appears that checking
for a relationship after the magic moment may influence the priming
effects found in the LDT. It is somewhat encouraging that researchers
have recently begun to develop procedures to address this problem and
modulate the reliance on such checking processes (see Keefe & Neely, in
press; McNamara & Altarriba, 1988; Neely et al., 1989).
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Int sum, the major point to note concerning the LD'T is that there is
often a confounding between the manipulation of interest and the infor-
mation that the subject can use to make the word - nonword discrim-
ination. Subjects are very sensitive to such confoundings (see Chumb-
ley & Balota, 1984), and these confoundings can produce exaggerated
influences of variables, thereby misdirecting theories of word recogni-
tion. Most importantly, for the present discussion, these confoundings
question the utility of the LDT fo measure the magic moment in word
processing.

Bevond the Surface in Pronunciation

On the surface it would appear that pronunciation is more straight-
forward. Here, the subject is not asked to make a discrimination between
words and nonwords and therefore there should be little contribution of
a potentially contaminated decision process on overall response latency.
Thus, the magic moment of matching stimulus-driven information with
an internal lexical representation might be better reflected in this task.
However, even in the pronunciation task a variable could potentially
play a role at many different loci in this task, thereby also questioning
the utility of this task for providing unequivocal evidence concerning
processes leading up to the magic moment.

Isolated Proasnciation

The basic concern with the pronunciation task was voiced originally
by Cattell {1886). In pronouncing a word, the subject not only has
to recognize the stimulus but also has to output the recognized word.
Thus, a variable could have an impact on recognition processes and/or
on processes after recognition that are tied to the output of the response.
Consider the impact of word frequency. Balota and Chumbley (1985)
used a delayed-pronunciation task to tease apart the impact of frequency
on word recognition from its impact on output processes. In the delayed-
pronunciation task, subjects are given sufficient time to recognize the
“word and then are presented a cue to pronounce the word aloud. If
frequency only influences the recognition stage in this task, then one
should not find a frequency effect after subjects have had sufficient time
to recognize the stimulus. Balota and Chumbley {ound that subjects
still produced a significant frequency effect in this task, even though
they were given up to 1400 ms to recognize the stimulus. Because 1400
ms should clearly be sufficient time to recognize a word, they argued
that frequency must play at least some role in processing after word
recognition. More recently, Balota and Shields (1988) have replicated
this pattern with a new set of stimuli that were better eguated on (a)
beginning and ending phonemes, (b) number of phonemes, (c) number
of syllables, and (d) syntactic class. Interestingly, not only did Balota
and Shields replicate the delayed pronunciation frequency effect, but
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they also provided evidence for an impact of frequency on the produc-
tion durations of these stimuli. Low-frequency words produced longer
production durations than high-frequency words.

The impact of word frequency on output processes should not be sur-
prising. If frequency of usage has an impact on the perception of words,
it is unclear why frequency of usage would not also have an impact
on processes involved in the production of words. Balota and Chum-
bley (1985) argued that because of the time constraints in producing
speech versus writing, the range of frequency in producing speech might
actually be smaller than the range of frequency in print. Because speak-
ers have temporal constraints in production, they might be less likely
to take the necessary time to search for an obscure word to perfectly
convey a given meaning, whereas, writers, because they don’t have the
same temporal constraints, can pause to complete the scarch for a rela-
tively obscure word to convey a given meaning. Moreover, finding such
a perfect word in writing may be more important because there is not
interactive feedback from the recipient of the message, as there is in
speech. Thus, because of these potential differences in the range of fre-
qguency in speech production versus writing, one might actually expect a
larger frequency effect in the output processes involved in pronunciation
compared to the word recognition processes involved in pronunciation.
Unfortunately, because of the current paucity of detailed production
frequency norms, this argument can only take the form of a functional
assessment of the temporal constraints in writing and producing speech.

Priming Pronunciations

Now, consider the impact of prime-target manipulations on pronun-
ciation performance. Recently, Balota et al. (1989) have demonstrated
that prime-target associations can influence both onset latencies and
production durations in a delayed-pronunciation task. For example, in
one of their experiments, they reported that subjects were faster to be-
gin their production of two related words, compared to two unrelated
words, even though they had 1400 ms to recognize the stimuli (also see
Dallas & Merikie, 1976; Midgley-West, 1979). Moreover, they found
that the production durations were shorter for related words than un-
related words. Because 1400 ms should be sufficient to recognize two
words, it is unclear how one can unequivocally attribute the priming
effect in pronunciation performance to the magic moment. The theo-
retical implication of this finding is that any extra activation due to the
relationship between two words can influence performance throughout -
the processing system {also see Shields & Balota, 1988).

In sum, the important point for the present discussion is that because
variables appear to influence processes after subjects have sufficient time
to recognize the stimulus, one cannot unequivocally attribute the influ-
ence of a variable in the pronunciation task to processes leading up to
the magic moment in word processing.
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Other Measures

The emphasis in the present discussion addresses the utility of the
pronunciation task and the LDT as windows into the magic moment.
The emphasis on these tasks is necessary because they have provided
the primary source of data for models of word recognition. However,
it should be noted that there are other measures of the magic moment
available. For example, some have argued that threshold identification
can provide a window to the magic moment (e.g., Broadbent, 1967;
Humphreys, Evett, Quinlan, & Besner, 1987; Tulving & Gold, 1963).
Although such research has provided some intriguing findings, there is
the potential problem that in an untimed paradigm subjects can rely on
domains of knowledge in a sophisticated-guessing fashion to identify the
degraded stimuli. These domains may not be the same domains that
are used in fluent reading. Hence, one must also question the utility of
the threshold identification task as a window to the magic moment in
word processing (see Catlin, 1969, 1973).

A better window to the magic moment might entail on-line measures
(fixation and gaze durations) during reading. Here, the subject is en-
gaged in a more natural task that does not have the problem of directing
the processing system to a domain of knowledge that is in some sense
peculiar to the task demands. This is an important advantage. How-
ever, even in this task, one cannot use the data to support the magic
moment hypothesis. It is clear from the work of Rayner and colleagues
that meaning and integration processes can occur very early in word
processing and can carry over into subsequent fixations (Balota, Pollat-
sek, & Rayner, 1985; Ehrlich & Rayner, 1983; Frazier & Rayner, 1982;
Rayner, Carlson, & Frazier, 1983). Thus, fixation duration on a given
word cannot be used as a pure indicant of the magic moment. Pollat-
sek and Rayner (this volume) and Rayner and Balota (1989) provide
a more detailed discussion of the use of fixation times as a measure of
word recognition processes. '

WHAT'S THE ALTERNATIVE?

The major thrust of the discussion just presented is that superfi-
cial descriptions of the major tasks used to provide data concerning the
magic moment in word processing can be misleading. In particular, a
deeper consideration of the two major tasks, lexical decision and pro-
nunciation, indicates that both tasks involve components that clearly
question their utility as windows into the magic moment.

However, what’s the alternative? It would appear that at some level
there must be a lexical identification process that leads to meaning anal-
ysis. How could one analyze the meaning of a stimulus without knowing
the identity of the stimulus? Thus, again on the surface level, there ap-
pears to be a necessary step of word recognition prior to meaning access.

Although it is clear that some level of visual analysis must precede
meaning access. it does not necessarily follow that word recognition
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in the sense emphasized in the models of word recognition is a logical
prerequisite for meaning analysis. It is possible that meaning analysis
occurs relatively early in word processing and in fact might contribute
to word recognition in the sense emphasized by the models. If this were
the case, then one might argue for a more prominent role of meaning in
word recognition.

There are two general arguments in favor of a more prominent role for
meaning in models of word recognition. The first argument emphasizes
the functional role of words in language, and the second is based on
empirical evidence that suggests that meaning can play an early role in
word processing.

THE FUNCTIONAL ROLE OF WORDS IN LANGUAGE

Obviously, the functional role of words in language is to convey mean-
ing. However, in tasks used to investigate word recognition processes
(lexical decision and pronunciation), meaning presumably plays little
functional role. This difference in emphasis on meaning between tasks
that are used to investigate word recognition and the task of more natu-
ral language processing may be quite important. This is especially note-
worthy in light of arguments concerning transfer-appropriate processing
(Durgunoglu & Roediger, 1987; Jacoby & Witherspoon, 1982; Kolers &
Brison, 1984; Kolers & Paradis, 1980; Kolers & Roediger, 1984; Mor-
ris, Bransford, & Franks, 1977). According to the transfer-appropriate
processing framework, a stimulus may be coded in many different forms
based on an individual's expectations, available skills, and the particu-
lar task demands. Specific tasks may differentially emphasize different
subsets of these codes. Thus, the representations that play a functional
role in speeded lexical decision and pronunciation may not be the same
representations that play a functional role in more natural language
processing.

The importance of the transfer-appropriate processing approach has
been nicely illustrated by Durgunoglu and Roediger (1987). These au-
thors addressed the evidence concerning the debate over language-in-
dependent and language-dependent representational systems in bilin-
guals. In reviewing the literature, they suggested that one typically
finds evidence for language-independent performance in conceptually-
driven tasks such as free recall, whereas one finds evidence for language-
dependent performance in more data-driven tasks such as lexical de-
cision and fragment completion. In the past, researchers have simply
been led to different conclusions across these studies regarding single-
versus dual-code representations. Durgunoglu and Boediger replicated
this basic pattern in a single experiment. They found that the language
of an earlier presentation of a word (i.e., either English or Spanish)
was crucial in determining later fragment completion performance (in
English), whereas this had no impact on later recall performance. In
addition, they found that conceptual processing of a word (e.g., forming
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an image or translating a word into a different language) had a sub-
stantial impact on free recall performance but had very little impact on
{fragment-completion performance. Thus, based on the fragment com-
pletion results, one would argue for a language-dependent representa-
tional model, whereas, based on the free-recall results, one would argue
for a language-independent representational model.

In accounting for their data, Durgunoglu and Roediger made a dis-
tinction between tasks that tap conceptually-driven operations and tasks
that tap data-driven operations. The distinction between conceptually-
driven and data-driven tasks and transfer-appropriate processing is
clearly relevant to the present discussion. Very simply, the tasks (i.e.,
LDT and pronunciation) used to build models of word recognition are
more data-driven, whereas the task of comprehending words in language
processing is more conceptually driven. As the Durgunoglu and Roedi-
ger results nicely illustrate, a variable can have quite different impacts
across such domains of tasks. Thus, if one wishes to develop adequate
models. of word recognition, then the tasks that are used to build such
models should contain a functional role for meaning analysis. This is
precisely why eye-tracking records during reading for meaning may even-
tually provide the best window into word processing.

EMPIRICAL EVIDENCE

In addition to the functional appeal for a more prominent role of
meaning in word recognition, there is also empirical evidence that sug-
gests that meaning can influence early perceptual processing. This evi-
dence takes two forms. First, there is evidence which will be referred to
as decoupling evidence. The basic form of this evidence is that mean-
ing can influence performance even though the subject cannot, in some
sense, recognize the stimulus. The second line of evidence is more direct.
In this research, there is evidence that meaning can directly influence
early perceptual operations in word processing. It is important fo point
out here, however, that there may be alternative accounts of aspects of
this evidence for the notion that meaning can influence early processing
in words.

E}emupﬁﬁg Meaning from Word Recognition

The research discussed in this section suggests that meaning can
influence performance even though the subject cannot recognize the
stirnulus word, at least as indicated by correctly naming the stimulus
word aloud. Thus, the strict serial dependency on word recognition,
as indicated by accurate naming, before the access of meaning is called
into question. As to be described, there are two distinct lines of research
that provide evidence for meaning access without explicit recognition of
the stimulus word.
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Threshold Priming

First, consider the threshold priming literature. Here, one finds that
even though subjects cannot make above-chance presence/absence de-
tection decisions about a prime word, there is still evidence of meaning
access (Balota, 1983; Fowler, Wolford, Slade, & 'l'assinary, 1981; Mar-
cel, 1983). That is, subjects are faster to recognize the word dog when
it follows cat than when it follows pen even under masking conditions
that yield chance presence/absence detection performance on the prime
items. One possible account for this pattern of data is that there may be
multiple codes that are activated upon word presentation. These codes
might involve at least the three basic types of information that subjects
have available for a visual stimulus word, that is, its meaning, its sound,
and its visual form. The threshold-priming experiments could be viewed
as indicating that the visual form code can be disrupted by a pattern
mask even though the meaning code is still accessed. The importance
of the visual form code is that without such a code the subject cannot
consciously report that a visual stimulus was presented. The threshold-
priming situation suggests that meaning can be accessed in sitnations
where the subject cannot provide direct evidence of word recognition.
Hence, it appears that meaning may be available very early on in word
processing.

It should be noted that there is some debate in the literature concern-
ing threshold priming. This debate centers around the issue of whether
researchers have obtained an accurate estimate of presence/absence de-
tection thresholds (see Holender, 1986, for a detailed discussion). Even
if subjects were not at a detection level threshold in the already cited
studies, it is unlikely that subjects were at a level of visual analysis
that would vield accurate lexical decision or pronunciation performance.
That is, if subjects have difficulty indicating whether something or noth-
ing was presented on a given trial, then it is unlikely that they could
make a lexical decision or correctly pronounce the word aloud. I this
analysis is correct, then these results suggest that meaning can be ac-
cessed before sufficient information is obtained to produce lexical access
as measured by lexical decision and pronunciation performance. This
obviously runs counter to the suggestion that these tasks are a reflection
of a premeaning access component of word recognition. It appears that
meaning can be accessed very early and without the full visual record
of the stimulus available for conscious report.

Deep Dyslexia

A second line of research suggesting that meaning can be accessed
even though subjects do not have sufficient information available for ac-
curate identification is the evidence from aphasic individuals exhibiting
the syndrome referred to as deep dyslexia. Deep dyslexics are individ-
uals that produce an interesting type of semantic error in output. For
example, when presented with the word dog, such individuals might pro-
duce the word “cat” instead of the appropriate response “dog.” Other
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types of errors are also produced. For example, these individuals exhibit
(a) derivational errors {e.g., mercy for merciful), (b) visual errors (e.g.,
puddle for puppy), and (c) considerable difficulty producing nonsense
strings.

For the present purposes, we focus on the semantic errors. As a num-
ber of researchers have argued (e.g., Marshall & Newcombe, 1980; Shal-
lice & Warrington, 1980), such effects can be accounted for by arguing
that there is a breakdown in a nonlexical grapheme-to-phoneme output
system. The notion is that there is a direct route to the lexical/semantic
system and also routes that correspond to visual-to-grapheme corre-
spondences and grapheme-to-phoneme correspondences. Presumably,
the direct route is intact and therefore activates lexical/semantic rep-
resentations. These representations produce a spread of activation to
related areas in the system. Assuming some noise in the system, it is
possible that a lexical representation that is semantically related to the
letter string is sometimes output instead of the actual letter string. New-
combe and Marshall argue that the extra feedback from the grapheme-
to-phoneme correspondence route serves to eliminate such errors in out-
put. However, because this system is deficient for the deep dyslexics,
there is no extra stabilization from these routes to minimize such errors.
Thus, one finds on some trials the output of a semantically related word,
even though that word is not visually related to the target word.

What’s the relevance of this finding to the present discussion? First,
such semantic output errors again provide a situation where there is a
decoupling of meaning from recognition, as indicated by accurate nam-
ing. In some sense, the subject has accessed meaning but cannot identify
the presented word. Second, the pattern of errors produced by these in-
dividuals also reflects syntactic-class distinctions. For example, these
individuals are more likely to read concrete nouns correctly, followed
by verbs, adjectives, and abstract nouns. Function words produce the
greatest number of errors. The importance of these differences is that
it appears that at some level the syntactic characteristics (along with
other meaning-level differences such as concreteness) influence the prob-
ability that the word is correctly output. These patterns of errors are
difficult to reconcile with a pre-meaning, pre- syntactic magic moment
in word processing.

Direct Influences of Meaning on Perception

Recently, there have appeared a series of experiments that could be
viewed as suggesting that the meaning available for a stimulus can in-
fluence lower-level perceptual processes. First, consider a recent series
of experiments by Whittlesea and Cantwell (1987). For the present
purposes, we focus on their third experiment. In this experiment, the
materials consisted of 24 pronounceable five-letter nonwords. Half of
these nonwords were assigned meaning, whereas the remaining half were
presented in a perceptual letter-checking task to equate simple visual
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processing. The items that were assigned meaning corresponded to lex-
ical gaps. That is, the meanings were such that there was no common
word that already involved the proposed meaning, for example, walen
was defined as “the sound that a dam makes before breaking.” Af-
ter the visual-processing and meaning-assignment tasks, the nonwords
were presented in a Reicher (1969) letter-detection paradigm in which
the stimuli were presented for 30 ms followed by a pattern mask. After
the mask, subjects attempted to report the letters from the display. The
results indicated that subjects produced considerably more letters from
the nonwords that were assigned a definition compared to the nonwords
that were given extra visual processing at encoding. Thus, the mean-
ing of the words appeared to influence letter-level perceptual processes.
Moreover, comparisons across experiments indicated that mere exposure
to the stimuli was not influencing the “meaning superiority effect.”

Of course, there are alternative accounts of this finding. One might
simply be that the meaning assignment to the nonwords provided more
integration of the letters in encoding and this produced the higher recall.
A more tempting account from the present perspective is that meaning-
level analyses reinforced the lexical-level representation and this in turn
influenced the letter-level representations. That is, the meaning of a
stimulus word also influences the perceptibility of the individual letters
in addition to its lexical-level representation. As noted later, a simple
extension of the McClelland and Rumelhart (1981) framework to include

meaning-level representations could easily accommodate this finding.
The effect of meaning on letter recggn;i‘;nn iq eimﬂa{r to the recearch
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by Balota et al. (1989) described earlier. As noted, Balota et al. pro-
vided evidence that conceptual-level relationships influenced the speed
of accessing the phonemes that are included in the production of a given
word. Thus, a higher-level relationship involving the meaning between
words appears to influence the access of relatively lower-level codes. In
the case of the Whittlesea and Cantwell study, this meaning-level in-
put influenced the speed of accessing the letter-level representations,
whereas, in the case of the Balota et al. study, this meaning-level in-
put influenced the speed of accessing the phonological codes used to
pronounce the word aloud.

A second study that appears to provide evidence for an impact of
meaning on perception has been reported by Forster {1985). Consider
the results from his first experiment. Forster presented obsolete words
such as holimonth in a masked-repetition priming LDT. Forster was
using the masked repetition effect as a metric of accessing lexical rep-
resentations. That is, masked repetition priming presumably reflects
facilitation in accessing a lexical representation that is still activated
via a recent access. The importance of the mask is that it insures that
the priming effects reflect pure repeated access effects, as opposed to
episodic influences from their earlier presentation. Forster argued that
because the obsolete words used in the experiment were unknown to
the subjects, they should not be contained in the subject’s lexicon and,
therefore, should not exhibit a masked repetition priming effect. This
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is precisely what Forster found in Phase One of his first experiment.
There was no masked-repetition priming effect for the obsolete words.
However, after Phase One, subjects were provided information about
the nature of the obsolete words, and their corresponding definitions.
Forster found in Phase Two that the same obsolete items that earlier
produced no evidence for a masked-repetition priming effect now imme-
diately produced a large effect. Moreover, because items were repeated
five times for a given subject, and there was no evidence for a change in
the size of the priming effect, it appeared that the effect was not depen-
dent upon episodic exposure of the obsolete words during the definition
aspect of the experiment. The important point to note here is that the
same strings that did not produce a masked- repetition primimg effect
now produced an effect when these items were given meaning. It would,
of course, be interesting to address whether the meaning is actually the
crucial fa,ctm here or whether simply indicating to subjects that these
items deserve a “word” response would be sufficient. Unfortunately,
such an experiment has yet to be conducted.

A third set of experiments that should be noted here are experiments
that address the impact of semantic variables on isolated lexical deci-
sion performance. For example, James (1975), Kroll and Merves (1986),
and Schwanenflugel, Harnishfeger, and Stowe (1988) have produced ev-
idence indicating that concrete words produce faster lexical decisions
than abstract words. Hence, an apparent semantic dimension, concrete-
ness of the referent of the WOI‘d appears to influence a major task that
presumably reflects the magic moment in word processing. In addition,
Chumbley and Balota (1984) found that associative response latency
was a strong predictor of lexical decision performance, and Balota and
Chumbley (1984) found instance dominance (as defined by Battig &
Montague, 1969) was a strong predictor of lexical decision performance
(also see Whaley, 1978). In these latter studies, the influence of lexical
variables were presumably partialled out. Finally, Jastrzembski (1981)
and Millis and Button (1989) found that the number of meanings avail-
able for a word is a strong predictor of lexical decision performance -
above-and-beyond the impact of word frequency. Thus, these experi-
ments suggest that if one uses lexical decision as a reflection of word
recognition performance, meaning variables clearly play a role in word
recognition.

Some Caveats

Before leaving the empirical support for meaning-level influences on
word recognition, it is important to note some obvious alternative ac-
counts of the present discussion. First, it is possible that the thresh-
old prlmmg effects might simply reflect intralexical-priming effects. As
noted in De Groot (this volume), there is considerable debate concerning
whether priming effects occur within the lexical system and/or within
the semantic system. Second, as noted, the data presented on deep
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dyslexia can also be interpreted as indicating a breakdown in the phono-
logical output lexicon. Third, both the Forster (1985) results and the
Whittlesea and Cantwell (1987) results could be interpreted as suggest-
ing influences at the lexical level instead of the meaning level. Although
one can provide alternative explanations of the available data, the im-
portant point to note here is that meaning-level interpretations of these
results appear just as viable at the present point in time. Hopefully,
this potential interpretation should at least serve as a catalyst for more
direct investigations of the impact of meaning-level information on word
recognition.

& POSSIBLE FRAMEWORK

The present discussion has emphasized a number of distinet theo-
retical and empirical positions. First, it was suggested that the lexical
decision and pronunciation tasks are insufficient data sources to local-
ize effects of variables leading up to and including the magic moment,
Second, it was noted that one major deficiency in the available mod-
els and the interpretation of the available data on word recognition is
an emphasis on nonmeaning analyses of words. Thus, the important
functional utility of words (1.e., to convey meaning) may be underem-
phasized in the available models. Third, empirical data were presented
that suggest that recognition, at some level, may not always precede
meaning analysis, and meaning in some tasks can contribute to what
appear to be perceptual operations.

Two Possible Accounts of the Early Influence of Meaning

There are two obvious theoretical frameworks that one could use
to account for a more direct influence of meaning on word recogni-
tion. First, as noted earlier, one might consider a slight modification
of the highly interactive system proposed by McClelland and Rumel-
hart (1981). In their framework, there are featural-level representations,
letter-level representations, and word-level representations. Activation
spreads bidirectionally across levels with inhibitory pathways within a
level. For example, when the word dog is presented, the letter d in
dog receives some additional activation from the word-level represen-
tation dog. (This is how the model accounts for the word-superiority
effect.) Thus, the higher-level lexical representations contribute to the
lower-level letter representations. This is due to the cascadic nature of
the processing system. That is, information from one level can influ-
ence higher and lower levels in the system without the completion of
processing at any of the individual levels (McClelland, 1879). To incor-
porate meaning-level analyses on performance, one might simply add a
meaning-level representation above the lexical-level representation. In
addition, one would need to incorporate both bottom-up and top-down
pathways from this level of analysis. Such a framework is presented in
Figure 2.1.
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FIGURE 2.1. Potential interactive activation framework for word recognition including
meaning-level influences.

An alternative framework that is more in the tradition of the flow-
diagram models used to describe lexical performance is displayed in Fig-
ure 2.2, This framework is very similar to suggestions made by Allport
(1977), Marcel and Patterson (1978), Morton and Patterson (1980), and
Newcombe and Marshall (1980). The basic notion is that when a visual
stimulus is presented, it is coded in multiple ways. One route of coding
is a direct picture-level access route to the lexicon. A second route in-
volves graphemic analyses. A third route involves grapheme-to-phoneme
conversions. For most high-frequency words, the direct route to the lex-
icon has the strongest impact on word recognition. The graphemic and
phonological routes also play a role, but their impact is relatively dimin-
ished for skilled reading. The impact of meaning here again involves the
cascadic influence from the lexicon to the semantic system and back to
the lexicon. Moreover, as the lexical representations become activated,
they also reinforce the graphemic and phonological systems. Thus, the
meaning-level analysis helps to tune and stabilize the perception of con-
sistent elements.

The major difference between the two accounts displayed in Figures
2.1 and 2.2 seems to be in the routes to the lexicon. In the interactive
activation framework, displayed in Figure 2.1, the notion is that the lex-
icon is always accessed via featural and orthographic information. The
alternative framework, displayed in Figure 2.2, suggests that there are
both direct routes to the lexicon and indirect routes to the lexicon via
graphemic and phonological information. Thus, these different routes
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would appear to have a more distinct representation in the latter frame-
work. Moreover, the direct route in Figure 2.2 is only part of the general
system for recognizing objects. Thus, the same mechanisms involved in
general pattern recognition are viewed as being involved in word pro-
cessing, even though they might feed into different representations.

MEANING LEVEL

SPEECH
SYSTEM

((PHONCLOGICAL

(T GRAPHEMIC

: ¥
VISUAL CODE

dog

FIGURE 2.2. Potential flow-diagram framework for word recognition including
meaning-level influences.

Interestingly, there has been some recent evidence for a more di-
rect lexical route. Howard (1987) has reported evidence concerning
an acquired dyslexic patient who was at chance at matching a lower-
case target letter (e.g., b) to an upper-case target in a four-alternative
forced-choice procedure {e.g., K, B, D, Lj. Thus, this individual does
not appear to have an intact abstract letter code. Interestingly, how-
ever, this individual could still read aloud 30 - 40% of the isolated words
presented to him. Howard argued that this was possible via the more
direct route to the lexical system. Similar arguments have been made
based on the phenomena of word-form or spelling dyslexia (Kinsbourne
& Warrington, 1962; Warrington & Shallice, 1980} in which subjects can
only read by spelling out the words letter by letter. Here, the argument
has been that the direct access route to the lexicon is disrupted, but the
abstract letter route is intact. Because of the importance of the direct
route, these patients read ounly very slowly and laboriously.

In sum, it should be noted that the theoretical frameworks displayed
in Figures 2.1 and 2.2 are not novel. Moreover, the frameworks could be
easily modified so that they make isomorphic predictions. It is unclear
how one could provide a strong test to distinguish between these two
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classes of models, although one could distinguish between these two paz-
ticular instantiations. Currently, one might prefer the framework that
is in the vein of that displayed in Figure 2.2 because of the distinction
between different access routes. It would seem that the masked-priming
effects and the evidence from deep dyslexia suggest that one can block
one of the access routes while leaving other access routes intact.

Meaning Representation: An Alternative Approach

A major issue that has not been discussed is what meaning repre-
sentation might involve. This is a very difficult issue that has produced
considerable psychological and philosophical debate. For example, one
consistent problem that has occurred in the literature on word meaning
1s whether it should be attributed to a single prototype representation
or whether it should be attributed to a list of semantic features. In both
approaches, the meaning of a stimulus word is viewed as representing
some core set of information.

An interesting alternative approach to meaning representation fol-
lows from suggestions made by Hintzman (1986, also see Medin & Schaf-
fer, 1978; Schwanenflugel & Shoben, 1983). Hintzman has developed an
instance based model of prototype development that does a very good
job of accounting for some of the core data supporting prototype repre-
sentations. For example, consider the classic study by Posner and Keele
(1968). These authors presented subjects a set of instances that were
formed by pseudorandom permutations of a single random dot proto-
type. The actual prototype that the instances were based upon was
not directly presented to the subjects. The results indicated that, after
some delay, subjects were more confident in recognizing the prototype
that was not directly presented than the instances that were directly
presented. Posner and Keele argued that this pattern supports the no-
tion that subjects abstract the prototype from the individual instances
and store the abstracted prototype directly in memory. In contrast to
this interpretation, Hintzman argued that each of the episodic experi-
ences with the instances produces a unique episodic memory trace that
consists of a list of primitive features. The higher recognition memory
for the prototype reflects the fact that the test stimulus in some sense
partially activates all of the episodic traces. In fact, the partial overlap
with many of these traces produces a stronger match (echo) than the
stronger overlap with a single instance-based trace. Thus, the culmi-
nation of many different, but related, episodic memory traces produces
the higher recognition confidence for a stimulus (i.e., the prototype) that
was never directly presented. |

The relevance of this approach to meaning representation is quite
straightforward. Meaning of a given word is not simply represented as
a list of isolable semantic features or a prototype but rather should be
conceived as a cumulation of individual episodic experiences with that
word. Each of the experiences (i.e., the word and its embedded context)
contributes to the evolving meaning that we attribute to a given word.
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One advantage of this approach is that it very nicely accommodates the
large degree of context dependency in word meaning. This dependency
follows from this framework because the precise trace that is retrieved by
the stimulus will depend on the context in which the word is embedded.
Different contexts will yield different combinations of episodic traces
that are activated.

Obviously, this brief discussion poses more questions than it provides
answers. For example, it is crucial to specify what are the primitive
features of word meaning that might contribute to the episodic memory
traces. Moreover, it is crucial to specify how context contributes to the
retrieval of episodic representations. The contribution of this discussion
is simply to consider meaning of words as the combinatorial action of
individually encoded episodic traces as opposed to distinct semantic
representations. This approach may lead to a more fruitful functional
account of word meaning.

SUMMARY

The goal of the present discussion is simply to bring meaning back
into word recognition. It has been argued that there is no unequivocal
evidence that suggests that one can empirically tap the word-recognition
stage without meaning analysis. Moreover, even if one could develop a
task that is sensitive to pure meaning-free lexical access, one would then
have to be concerned about the relevance of performance in that task for
linguistic processing. At this level, it is necessary to remind ourselves
that the functional value of words is to convey meaning, not to convey
orthography, phonology, or lexicality. _

ACKNGOWLEDGEMENTS

The author expresses his gratitude to the Netherlands Institute for Advanced
Study for their generous support while the present chapter was written. Thanks are
also extended to Simon Garrod, Ino Flores d’Arcais, Odmar Neumann, Keith Rayner,
and Paula Schwanenflugel for their helpful comments on an earlier version of this
chapter.

REFERENCES

Allport, D. A. (1877). On knowing the meaning of words we are unable to report: The
effects of visual masking. In S. Dornic {Ed.}, Attention and performance VI (pp.
505 - 533). Hillsdale, NJ: Lawrence Erlbaum Associates.

Anderson, J. R., & Reder, L. M. (1974). Negative judgments in and about semantic
memory. Journal of Verbal Learning and Verbal Behavior, 13, 664 - 681.

Balota, D, A. (1983). Automatic semantic activation and episodic memory encoding.
Journal of Verbal Learning and Verbal Behavior, 22, 88 - 104.



28 BALOTA

Balota, D. A,, Boland, J., & Shields, L. W. (1989). Priming in pronunciation: Beyond
pattern recognition and onset latency. Journal of Memory and Language, 28, 14 -
36.

Balota, D. A., & Chumbley, J. I. (1984). Are lexical decisions a good measure of
lexical access? The role of word frequency in the neglected decision stage. Journal
of Ezperimental Psycholegy: Human Perception and Performance, 10, 349 - 357.

Balota, D. A., & Chumbley, J. I. (1985). The locus of word-frequency effects in the
pronunciation task: Lexical access and/or production? Journal of Memory and
Language, 24, 89 - 106,

Balota, D. A., & Lorch, R. F. (1986). Depth of automatic spreading activation: Me-
diated priming effects in pronunciation but not in lexical decision. Journal of Be-
perimental Psychology: Learning, Memory and Cognition, 12, 336 - 345.

Balota, D. A., Pollatsek, A., & Rayner, K. (1985}. The interaction of contextual con-
straints and parafoveal visual information in reading. Cognitive Psychology, 17,
364 - 390.

Balota, D. A., & Shields, L. W. (1988). Localizing word-frequency effects in pronun-
ciation. Paper presented at the Psychonomic Society Meeting, Chicago.

Battig, W. F., & Montague, W. E. (1969). Category norms for verbal items in 56
categories: A replication and extension of the Connecticut category norms. Journal
of Ezperimental Psychology Monograph, 80, 1 - 46.

Becker, C. A. (1980). Semantic context effects in visual word recognition. An analysis
of semantic strategies. Memory & Cognifion, 8, 493 - 512.

Besner, D., & McCann, R. S. (1987). Word frequency and pattern distortion in visual
word identification and preduction: An examination of four classes of models. In
M. Coltheart {Ed.), Attention and performance XII: The psychology of reading
(pp. 201 - 219). Hillsdale, NJ: Lawrence Erlbaum Associates.

Broadbent, D. E. (1967). Word-frequency effect and response bias. Psychological Re-
view, 74, 1 - 15,

Brown, T. L., Carr, T. H., & Chaderjian, M. (1987). Orthography, {familiarity, and
meaningfulness reconsidered: Attentional strategies may affect the lexical sensitiv-
ity of visual code formation. Journal of Experimental Psychology: Human Percep-
tion and Performance, 13, 127 - 139.

Catlin, J. (1969). On the word-frequency effect. Psychological Review, 76, 504 - 506.

Catlin, J. {1973). In defense of sophisticated-guessing theory. Psychological Review,
80, 412 ~ 4186.

Cattell, J. M. (1886). The time taken up by cerebral operations. Mind, 11, 230 - 242,

Chumbley, J. I, & Balota, D. A. (1984). A word’s meaning affects the decision in
lexical decision. Memory & Cognition, 12, 590 - 606,

Dallas, M., & Merikle, P. M. {1976). Response processes and semantic-context effects,
Bulletin of the Psychonomic Society, 8, 441 - 444.

De Groot, A. M. B. (1983). The range of automatic spreading activation in word
priming. Journal of Verbal Learning and Verbal Behavior, 22, 417 - 436.

De Groot, A. M. B, (1989). Concreteness and word-frequency effects in producing
word associations. Journal of Expersmental Psychology: Learning, Memory and
Cognilion, 15, 824 - 845,

Duchek, J. M., & Neely, J. H. (1989}). A dissociative word-frequency X levels-of-
processing interaction in episodic recognition and lexical decision tasks. Memory
& Cognition, 17, 148 - 162.



2. THE ROLE OF MEANING IN WORD RECOGHITION 29

Durgunoglu, A. Y., & Roediger, H. L. 111 (1987). Test differences in accessing bilingual
memory. Journal of Memory and Language, 26, 377 - 391,

Ehrlich, K., & Rayner, K. (1983). Pronoun assignment and semantic integration during
reading: Fye movements and immediacy of processing. Journal of Verbal Learning
and Verbal Behavior, 22, 75 - 87.

Forster, K. L {1979). Levels of processing and the structure of the language processor.
In W. E. Cooper & E. C. T. Walker (Eds.}, Sentence processing: Psycholinguistic
studies presented to Merrill Garrett (pp. 27 - 85). Hillsdale, NJ: Lawrence Erlbaum
Associates.

Forster, K. I. (1981). Priming and the effects of sentence and lexical contexts on
naming time: Evidence for autonomous lexical processing. Quarierly Journal of
Fzperimental Psychology, 334, 465 - 495.

Forster, K. I. (1985). Lexical acquisition and the modular lexicon. Language and Cog-
native Processes, 1, 87 - 108.

Fowler, C. A., Wolford, G., Slade, R., & Tassinary, L. (1981). Lexical access with and
without awareness. Journal of Expertmental Psychology: General, 110, 341 - 362.

Frazier, L., & Rayner, K. (1982). Making and correcting errors during sentence com-
prehension: Eye movements in the analysis of structurally ambiguons sentences.
Cognitive Psychology, 14, 178 - 210.

Giinther, H., Giroerer, 8., & Weiss, L. (1984). Inflection, frequency, and the word
superiotity effect. Psychological Research, 46, 261 - 281.

Hintzman, D. L. {1986}. “Schema abstraction” in a multiple-trace memory model.
Psychological Review, 93, 411 - 428.

Holender, D. (1986). Semantic activation without conscious identification in dichotic
listening, parafoveal vision, and visual masking: A survey and appraisal. Behavioral
and Brain Sciences, 9,1 - 66.

Howard, D. (1987). Reading without letters? In M. Coltheart, G. Sartori, & R, Job
(Eds.), The cognitive neuropsychology of language (pp. 27 - 58). Hillsdale, NJ:
Lawrence Erlbaum Associates.

Humphreys, G. W., Evett, L. J., Quinlan, P. T., & Besner, D. (1987). Orthographic
priming: Qualitative differences between priming from identified and unidentified
primes. In M. Coltheart (Ed.), Attention and performance XII: The psychology of
reading {pp. 105 - 125). London: Lawrence Erlbaum Associates.

Jacoby, L. L., & Witherspoon, D. (1982). Remembering without awareness. Canadian
Journal of Psychology, 36, 300 - 324.

James, C. T. (1975). The role of semaniic information in lexical decisions. Journal of
Ezperimental Psychology: Human Perception and Performance, 1, 130 - 136,
Jastrzembski, J. E. (1981). Multiple meanings, number of related meanings, frequency

of occurrence, and the lexicon. Cognitive Psychelogy, 13, 278 - 305.

Keefe, D. E., & Neely, J. H. (in press). Semantic priming in the pronunciation task:
The role of prospective prime-generated expectancies. Memory & Cognition.
Kinsbourne, M., & Warrington, E. K. {1962). A disorder of simultaneous form percep-

tion. Brain, 85, 461 - 486.

Kliegl,. R., Olson, R. K., & Davidson, B. J. {1982). Regression analyses as a tool for
studying reading processes: Comment on Just and Carpenter’s eye fixation theory,
Memory & Cognition, 10, 287 - 206,



30 BALOTA

Kolers, P. A., & Brison, 5. J, (1984)., Commentary: On pictures, words, and their
mental representation. Journal of Verbal Learning and Verbal Behavior, 23, 105 -
113.

Kolers, P. A., & Paradis, M. (1980). Psychological and linguistic studies of bilingualism.
Canadian Journal of Psychology, 34, 287 - 303.

Kolers, P. A., & Roediger, H. L. (1984). Procedures of mind. Journal of Verbal Learning
and Verbal Behavior, 23, 425 - 449,

Kroll, J. F., & Merves, J. 5. (1986). Lexical access for concrete and abstract words.
Journal of Ezpertmental Psychology: Learning, Memory, and Cognition, 12, 92 -
107.

Lorch, R. F., Balota, D. A., & Stamm, E. G. (1986). Locus of inhibition effects in the
priming of lexical decision: Pre- or post-lexical access? Memory & Cognition, 14,
95 - 103.

Lupker, 8. J. (1984). Semantic priming without association: A second look, Journal of
Verbal Learning and Verbal Behavior, 23, 709 - 733.

Manelis, L. (1977). Frequency and meaningfulness in tachistoscopic word recognition.
American Journal of Psychology, 90, 269 - 280.

Marcel, A, J. (1983). Conscious and unconscious perception: Experiments on visual
masking and word recognition. Cognitive Psychology, 15, 197 - 237.

Marcel, A. J., & Patterson, K. E. (1978). Word recognition and production: Reciprocity
in clinical and normal studies. In J. Requin (Ed.), Attention and performance VII
(pp. 209 - 226). Hillsdale, NJ: Lawrence Erlbaum Associates.

Marshall, J. C., & Newcombe, F. (1980). The conceptual status of deep dyslexia: An

historical perspective. In M. Coltheart, K. Patierson, & J. C. Mazshall {Eds.),

Deep dyslezia {pp. 1 - 21). London: Routledge & Kegan Paul.

McClelland, J. L. {1978). On the time relations of mental processes: An examination
of systems of processes in cascade. Psychological Review, 86, 287 - 330,

McClelland, J. L., & Rumelhart, D. E. (1981). An interactive activation mode} of con-
text effects in letter perception: Part 1. An account of basic findings. Psychological
Review, 88, 375 - 407.

McNamara, T. P., & Altarriba, J. A. {(1988). Depth of spreading activation revisited:
Semantic mediated priming occurs in lexical decisions. Journal of Memory and
Language, 27, 545 - 559.

Medin, D. L., & Schaffer, M. M. (1978). Context theory of classification learning.
Psychological Review, 85, 207 - 238.

Meyer, D., & Schvaneveldt, R. (1971). Facilitation in recognizing pairs of words: Evi-
dence of a dependence between retrieval operations. Journal of Experimental Psy-
chology, 90, 227 - 234.

Midgley-West, L. (1979). Phonological encoding and subject strategies in skilled reading.
Unpublished doctoral thesis, University of London, Birkbeck College.

Millis, M. L., & Button, 5. B. (1989). The effect of polysemy on lexical decision time:
Now you see it, now you don’t. Memory & Cognition, 17, 141 - 147.

Millward, R. B., Rice, G., & Corbett, A. (1975}, Category production measures and
verification times, In A. Kennedy & A. Wilkes (Eds. ), Studies in long-term memory
(pp. 219 - 252). New York: Wiley.

Morris, C. D., Bransford, J. D., & Franks, J. J. (1977). Levels of processing versus
transfer appropriate processing. Journal of Verbal Learning and Verbal Behavior,

16, 519 - 533.



2. THE ROLE OF MEANING IN WORD RECOGNITION 31

Morton, J. (1969). The interaction of information in word recognition. Psychological
Review, 76, 165 - 178.

Morton, J., & Patterson, K. (1980). A new attempt at an interpretation, or, an attempt
at a new interpretation. In M. Coltheart, K. Patterson, & J. C. Marshall (Eds.),
Deep dyslezia (pp. 91 - 118). London: Routledge & Kegan Paul.

Neely, J. H. (1977). Semantic priming and retrieval from lexical memory: Roles of
inhibitionless spreading activation and limited capacity attention. Journal of -
pertmental Psychology: General, 106, 226 - 254.

Neely, J. H., & Keefe, D. E. (1989). Semantic context effects on visual word processing:
A hybrid prospective/retrospective processing theory. In G. H. Bower (Ed.), The
psychology of learning and motiwation: Advances in research and theory {(Vol. 24,
pp. 207 - 248). New York: Academic Press.

Neely, J. H., Keefe, D. E., & Ross, K. L. (1989). Semantic priming in the lexical
decision task: Roles of prospective prime-generated expectancies and retrospective
semantic matching. Journal of Erperimential Psychology: Learning, Memory, and
Cognition, 15, 1003 - 1019.

Newcombe, F., & Marshall, J. C. {1980). Transcoding and lexical stabilization in deep
dyslexia. In M. Coltheart, K. Patterson, & J. C. Marshall (Eds.), Deep dyslezia
(pp. 176 - 188). London: Routledge & Kegan Paul.

Norms, D, {1986). Word recognition: Context effects without priming. Cognition, 22,
93 - 136.

Posner, M. L, & Keele, 5. W. {1968). On the genesis of abstract ideas. Journal of
Ezperimental Psychology, 77, 353 - 363.

Ratcliff, R., & McKoon, G. (1988). A retrieval theory of priming in memory. Psycho-
logical Review, 95, 385 - 408.

Rayner, K., & Balota, D. A. (1989). Parafoveal preview effects and lexical access during
eye fixations in reading. In: W. Marslen-Wilson (Ed.), Lewvical representation and
process (pp. 261 - 290). Cambridge, MA: MIT Press. '

Rayner, K., Carlson, M., & Frazier, L. (1983). The interaction of syntax and semantics
during sentence processing: Eye movements in the analysis of semantically biased
sentences. Journal of Verbal Learning and Verbal Behavior, 22, 358 - 374.

Reicher, G. M. (1969). Perceptual recognition as a function of meaningfulness of stim-
ulus material, Journal of Ezperimental Psychology, 81, 275 - 310,

Schwanenflugel, P. J., Harnishfeger, K. K., & Stowe, R. W. (1988). Context availability
and lexical decisions for abstract and concrete words. Journal of Memory and
Language, 27, 499 - 520.

Schwanenflugel, P. J., & Shoben, E. J. (1983). Differential context effects in the com-
prehension of abstract and concrete verbal materials. Journal of Ezperimental
Psychology: Learning, Memory, and Cognition, 9, 82 - 102,

Seidenberg, M. S., Waters, G. S., Sanders, M., & Langer, P. (1984). Pre- and post-
lexical loci of contextual effects on word recognition. Memory & Cognition, 12,
315 - 328, :

Shallice, T., & Warrington, E. K. (1980). Single and multiple component central
dyslexic syndromes. In M. Coltheart, K. Patterson, & J. C. Marshall (Eds.), Deep
dysilexia (pp. 119 - 145). London: Routledge & Kegan Paul.

Shields, L. W., & Balota, D. A, {1988). The influence of associative priming in sen-
tence production. Paper presented at the Midwestern Psychological Association,
Chicago.



32 BALOTA

Tulving, E., & Gold, C. (1963). Stimulus information and contextual information as
determinants of tachistoscopic recognition of words. Journal of Experimental Psy-
chology, 66, 319 - 327.

Warrington, E. K., & Shallice, T. (1980). Word-form dyslexia. Brain, 103, 99 - 112,

West, R. F., & Stanovich, K. E. (1982). Source of inhibition in experiments on the
effect of senience context on word recognition. Journal of Experimental Psychology:
Learning, Memory, and Cognition, 8, 385 - 399.

Whaley, C. P. (1978). Word-nonword classification time. Journal of Verbal Learning
and Verbal Behavior, 17, 143 - 154. ‘

Whittlesea, B. W. A., & Cantwell, A. L. (1987). Enduring influence of the purpose of
experiences: Encoding - retrieval interactions in word and pseudoword perception.
Memory & Cognition, 15, 465 - 472,



